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Abstract

Some of the most difficult concepts for students to master are the differences between
parameter-passing methods, such as by-reference, copy-restore, by-name, and macro
processing.

Algorithm visualization (hereafter referred to as AV) uses computer graphics to depict
the actions of an algorithm. In this project, our work in AV is used as a tool to help
students understand these parameter-passing methods.

We have developed a program that creates a random instance of a parameter-passing
problem and then solves it by using either by-reference and copy-restore or by-name and
macro processing methods. The solution to the problem is hidden with the purpose of
being unveiled by the student through a sequence of snapshots supplemented with
interactive questions that force the student to predict what will happen next.



Challenges of Parameter Passing Methods Addressed In This Project

There are two ways that a function (also referred to as subprogram, procedure, routine,
etc) can gain access to the data that it is to process: through direct access to non-local
variables (declared elsewhere but visible in the subprogram) or through parameter
passing. An advantage to parameter passing is its flexibility compared to direct access to
non-local variables. Moreover, extensive access to non-local variables can cause reduced
reliability. Variables that are visible to the function where access is desired often end up
also being visible where access to them is not needed [5]. Thus, parameter passing is an
important topic in computer science and it is specifically studied in a junior-senior level
course on programming languages. Some of the most difficult concepts for students to
master in such a course involve the subtle differences between the various parameter-
passing methods. Typically the following parameter-passing methods are studied — by-
reference, copy-restore, by-name, and macro processing [7].

We have focused our attention on these four in-out mode parameter passing methods.
More specifically we have emphasized comparing and contrasting these methods in
groups of two: by-reference versus copy-restore and by-name versus macro processing.
The rationale for this approach is based on the similarities between each of the parameter
passing methods within the same group. Despite their similarities, these methods take
different approaches to solve a problem and thus produce different results under the same
conditions.

The goal of this project is to create a thorough understanding of the similarities and
differences between the four parameter passing methods mentioned in the preceding
paragraph through visualized, interactive, problem solving. Ultimately we will
statistically test the following hypothesis - **Students who use AV learn parameter-
passing significantly better than students who use no visualization".

By-Reference and Copy-Restore

The parameters in a function call are referred to as actual parameters, or simply, actuals.
The formal parameters, or formals, are placeholders for actuals.

In the by-reference parameter passing method, a formal parameter denotes the location of
an actual parameter [6]. Thus, assignments to the formal parameter within the body of the
function directly affect the value of the actual parameter. One way to look at this is using
the formal parameter as another way to refer to the actual parameter.

In copy-restore, also known as copy-in/copy-out, actual parameters with locations are
treated as follows:
1. Copy-in phase. Both the values and the locations of the actual parameters are
computed. The values are assigned to the corresponding formals and the
locations are saved for the copy-out phase.



2. Copy-out phase. After the procedure body is executed, the final values of the
formals are copied back out to the locations computed in the copy-in phase [6].

These two methods are similar because they both have access to the locations of the
actual parameters and after the execution of the function body they are expected to have
modified their values. However, the difference between the two methods stands in the
type of access that they have to the locations of the formals. In pass by-reference, the
function has direct access to the locations of the actuals at any particular instant
throughout the execution of the function body. In copy-restore, the function has a one-
time access to copy the value and the address of the actuals at the beginning of the
function execution and a one-time access to modify their values before the function
returns.

To illustrate by-reference and copy-restore methods, we will solve the following problem
in a pseudo-code resembling C++, by using each of these two methods. This is an
example of a case where each method produces a different result.

Example 1.1

void foo(int x, int y){
x=17,
y=y+2 }

int main(){
int j = 3;
foo(j, j);
print(j); }

Under call by-reference:
- xrefersto]
- yrefersto]
- 1is assigned the value of 7 through x
- 1is assigned the value of 7+2 =9 through y
- after the function returns, 9 is printed as the value of j

Under call by copy-restore:
- x is assigned the value of j =3
-y is assigned the value of j =3
- the address location of j is stored as the copy-out address for both x and y
- x is assigned the value of 7
-y is assigned the value of 342 =5
- the value of x = 7 is copied out to j
- the value of y = 5 is copied out to j, thus overwriting 7
- after the function returns, 5 is printed as the value of j



By Name and Macro Processing

When a formal parameter is passed by name, an actual parameter access function is
passed to the called routine in place of the actual parameter. This access function
provides a method for repeated access to either the value of an actual parameter or its
address. In the body of the called function any reference to a name parameter is replaced
by a call to the corresponding access function [1].

Macro processing uses textual substitution for parameter passing by doing the following:
1. Actual parameters are textually substituted for the formals.
2. The resulting function body is textually substituted for the call [5].

These two parameter passing methods are very similar since both use a form of textual
substitution as an approach to evaluate a function. The difference between the two is the
level of integration of the textual substitution during the function execution. In macro
processing plain text is used to substitute the formal parameters with the names of the
actuals and the function call with the function body. In the by-name evaluation the call to
a function that calculates the address of an actual is placed wherever the corresponding
formal parameter appears in the body of the function.

The following example in a pseudo-code resembling C++, illustrates how macro
processing and by-name can produce different results when they are used to evaluate the
same function.

Example 1.2

void foo(int p){
intn=2;
p=n; h

int main() {
intn=3;
foo(n);
print(n); }

Under call by-name:

- memory location for n is declared in main

- function that calculates the address of n and returns a pointer to it is passed as
a parameter to foo in the place of n

- memory location for n is declared in foo

- function that calculates the address of n in main is substituted for p and it is
assigned the value of n=2 in foo

- after the function returns, 2 is printed as the value of n

Under macro processing:
- plain textual will produce a program fragment as follows:



int main() {
intn=3;

This is the body of foo.

7

intn=2;
n=n;

print(n); }
- the assignment n = n is bound to the latest declaration of n and does not affect
the first declaration of n in main
- after the function returns, 3 is printed as the value of n

Development Stages of the Project

We have developed a set of visualization-based tools to help students master the by-
reference, copy-restore, by-name and macro processing parameter passing methods. The
project consists of three development stages.

Randomly Generating Problems Involving Parameter Passing Methods

During the first stage of this project we have developed a program that dynamically
generates small parameter passing problems in a pseudo-code resembling C++. We have
designed a template for this purpose. There are two different types of parameters in a
template, invariant and variable. Invariant parameters are those that determine how
problems are generated and may also be used to control the difficulty level of the
problem [4]. The invariant parameters of our template are given in the following syntactic
structure:

Syntactic structure:
<program> ::= <globals> <main> <function>
| <main> <function>

Explanations of non-terminals:
<globals> ::= <variable list>
<main> ::= <variable list> <function call>
<function> ::= <variable list> <expression_list>
<variable list> ::= <variable> | <variable> <variable list>
<expression_list> ::= <expression> | <expression> <expression list>
<expression> ::= <variable> = <integer>

| <variable> = <variable>

| <variable> = <variable> + <integer>

| <variable> = <variable> + <variable>
<variable> ::= int <name>



Variable parameters of a template determine the current instance of the problem being
generated. Their presence in the template and the randomization of their values assure the
generation of a different problem each time [4]. Such parameters in our template are:

- the number of global variables

- the number of variables present in main

- the number of parameters to the function

- the number of local variables in the function

- the number and type of expressions in the function body
These numbers are randomly generated each time an instance of a problem is created.
The type of each expression is randomly chosen out of the four possibilities presented in
the syntactic structure. Also, the names of the variables and parameters are randomly
chosen from a predetermined list. The presence of the global variables or arrays is used to
control the difficulty level of the problem and is presented as an option to the student
user.

As mentioned at the beginning of this paper, the goal of this project is to teach the
differences between parameter passing methods classified in two groups, by-reference
and copy-restore, and by-name and macro processing. To serve this purpose, the
problems that are generated by this program are of two types - problems to be solved by
using the methods in the first group and problems to be solved by using the methods in
the second group. More specifically we want to generate problems that will produce
different results when solved within the same group, as well as problems that produce
similar results. Thus, the user first chooses the type of the parameter passing method,
then the difficulty level. After these parameters are determined a problem is generated
and displayed.

This program is able to solve each problem as soon as it is generated by using the two
methods specified by the user. The algorithms used to solve the problems are the ones
described in the first section of this paper. The solutions to the problems are stored as a
sequence of steps and are temporarily hidden with the purpose of being unveiled by the
student during the visualization of the algorithm.

This is an instance of a problem generated by our program that is to be solved with the
by-reference and copy-restore methods using both globals and arrays.

Example 2.1

0 intj=7;

1 intl=23;

2

3 int main() {

4 intf=09;

5 intp[4] = {3,4,2, 1};
6 int m=>5;

7 intb = 6;

8 intn=j+j;



10 By Copy_ Reference(b, b, f, p[3], m, n);

11}

12

13

14 void By Copy Reference(int b, int ¢, int f, intl, int h, int g){
15 inth[4]={8,6,9,9};

16 ntp=1;
17

18 j=g+f;
19 b=j+j;
20 c=g+b;
21 l=c+j;
22}

Algorithm Visualization

In the second stage we have developed the visualization tools that make possible the
graphical presentation of the problem and the step-by-step solution as a sequence of
snapshots. Snapshots are supplemented with interactive questions that force the student to
predict what will happen next in the sequence that has been momentarily “frozen”.

The generation of the problems, the solution algorithms, and the generation of the textual
snapshots are implemented as a Java application (version 1.4.2 or later). Graphics are
rendered in GAIGS (Generalized Algorithm Illustration via Graphical Software), an
algorithm visualization scripting language that captures and renders snapshots of the state
of an algorithm at critical points (interesting events) in its execution [2]. The GAIGS
graphics are delivered by JHAVE, an algorithm visualization platform that supports
several scripting languages including GAIGS and HTML. The text of the generated
problem and the interactive questions are displayed in an HTML window supported by
JHAVE. This entire system, including our parameter-passing visualizations, can be
downloaded as a .jar file from the site http://csfl1.acs.uwosh.edu/crew_project. In order
to run the application, an internet connection is required to connect to the visualization
server.

Description of the Graphics

At critical points of the execution, the program will output information about the state of
all the variables created up to that point. This information is arranged in the form of
textual snapshots in a file and is then downloaded by the JHAVE client, within which the
GAIGS rendering engine renders a data structure picture for each event. The critical
points we identify during program execution are variable declarations, the function call,
assignment statements, and the function return. Every line of code that generates a
snapshot is highlighted in the HTML window where the problem text appears at the time


http://csf11.acs.uwosh.edu/crew_project

the corresponding snapshot is displayed in the graphics window. At randomly spaced
intervals, the student is asked a question about what will happen next in the program’s
execution.
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Figure 3.1 This is a screenshot of the program that is generating snapshots for a by-
reference parameter passing problem.

Integration of the Engagement Taxonomy in Our Project

In the report of the 2002 ITiCSE working group on “Improving the Educational Impact of
Algorithm Visualization” a taxonomy of the learner’s engagement with visualization
technology is defined. This taxonomy describes six different forms of engagement:

1. No viewing: No visualization technology is used at all.

2. Viewing: The learner passively views the visualization of an algorithm.

3. Responding: Answering questions related to the visualization is the form of
engagement.

4. Changing: The learner’s engagement involves modifying the visualization.
5. Constructing: The learner constructs his/her own visualization of the problem.

6. Presenting: A presentation of the visualization of a problem to an audience and
discussion of the problem is required in this category [3].

Our project integrates the learner in both viewing and responding. As the graphics are
displayed, questions appear in the HTML window and the program is momentarily
“frozen” while waiting for the user’s response. The types of questions asked are “What



will the value of variable be in the next snapshot?”” and “What will the value of variable
be after the function returns?”. After an answer is submitted, the feedback of the program
is in the form of a “Correct/Incorrect” answer.

Measuring the Effectiveness of the Tools

The third stage of this project involves measuring the effectiveness of the tools that we
have developed. This stage will be completed by May 2004. We are going to base our
statistical study upon the experimental framework for studying the effectiveness of AV
that was developed by the 2002 ITiCSE working group on “Improving the Educational
Impact of Algorithm Visualization” [3]. According to the metrics for determining the
effectiveness of visualization developed by this group, we are going to measure the
application level (Level 3) [3] of the learners’ understanding of the four parameter
passing methods — by-reference, copy-restore, by-name, and macro processing. In this
level of understanding the learner can apply the learned material in specifically described
new situations [3].

We will statistically test the following hypothesis — “Students who use AV learn
parameter-passing significantly better than students who use no visualization”. The
algorithms that we have chosen are described in detail in the first section of this paper
and the visualization tool that supports the form of engagement is described above. Since
we have satisfied the assumptions for the framework, we can proceed with the following
steps:

- Participants: The students from the spring 2003 version of the programming
languages course will form the control group and those from the spring 2004
will form the test (AV-aided) group.

- Materials Tasks and Procedure: The control group has already studied the
parameter passing methods and taken a test on the application of these
methods. This test consist of a set of three parameter passing problems that the
students are asked to solve. We already have the results of this test. After
having time to study parameter-passing methods, the AV-aided group will be
given a similar test. This test consists of a problem that will produce different
output depending on the parameter-passing mechanism used in its function
calls. Students are asked to predict the outcome of the program under each of
the four parameter-passing mechanisms.

- Evaluation Instruments: This part of the statistical study will be completed
after the AV-aided group has been tested.

Conclusion

In order to increase the learner’s engagement with visualization, this project could be
extended by allowing the learner to make changes to the code of the problem that is
generated with the purpose of completing a request from the program. For example, one
request could ask the learner to modify the code, without changing the parameter passing
method, in such a way that the value of a variable is affected differently than it was
previously. Questions of this nature will force the user to interact more actively with the
visualizations. A future study on improving students’ understanding of parameter passing



methods could utilize the existent program and an extension on it that increases the level
of engagement of the user such as the one described above.
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