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Abstract

Many distributed applications demand the underlying digted systems to accommodate
their needs. Matching requirements of distributed appbog compels the prompt identifi-
cation of momentary characteristics of an underlying disted system. Thus, a method is
needed to promptly derive a momentary state of a distribggetem by identifying a set of
events occurred across hosts and occurred in the neighdmbdiadhe given time moment.
We propose a novel method of pseudo-synchronizing locakslto a common reference
clock so to aid the derivation of the set of distributed eserdcurred at a given time mo-
ment. Pseudo-synchronizing local clocks to a common reéerelock is discover the shifts
between local clocks and the reference clock by making usieecthappened-before” re-
lations. Then, local clocks can be pseudo-synchronizeldeadference clock by compen-
sating the shifts discovered. However, compensating tifis $t local clocks might affect
the original order of occurrence of events. In order to neamthe original order, further
adjustments to the shifts are needed before compensasrgiifts to local clocks.
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1 Introduction

In many distributed application scenarios, identifyin@ timstantaneous state of a dis-
tributed application is useful in matching requirementadistributed application to the
characteristics of the underlying system. The instantasstate of a distributed applica-
tion at a given time moment is the set of events that occurréldad moment. High-level
applications are allowed to express their requirementd,thay are notified by the un-
derlying system when events that match their requiremengtsazailable [1, 2, 5]. For
instance, in ubiquitous computing applications runningnaobile hosts equipped with
wireless transceivers, tasks running on different hostsdéficult to be coordinated be-
cause of the opportunistic communication between hostscéjeliscovering the state of
a ubiquitous computing application could facilitate the@&xtion of operations issued by
upper-level computing agents so that computing tasks candeinated.

Identifying an instantaneous state of a distributed or|frapplication is generally diffi-
cult. Even though monitoring events occurred in distridute parallel systems has been
studied in a number of studies [7, 3, 9], but it is still difficto design an efficient trac-
ing tool to make different components in a system coordimatecording events and in
extracting useful information from event traces recordgdlifferent hosts. The task of
tracing events becomes even more complicated when occertane is involved due to
lack of a universal clock [7].

In a distributed application consisting of multiple hostle of them is equipped with its
own local clock, an event is recorded only once by the hostetiee event occurs, along
with its occurrence time-stamp with respect to the locatklof the recording host. Events
occurred at a host are recorded in sequence with resped thitbnological order of their
occurrence. When the overall chronological order of theuoence of events is to be
revealed, events recorded at different hosts need to beedrafito a common time line.
When local clocks lack of synchronization, it is generallfficult to unify events, that
are time-stamped with respect to different local clocksgp@common time line without
synchronizing local clocks.

When lacking of synchronized local clocks, determiningdheer of occurrence of events
satisfies needs in many distributed applications. In thégecthe order of occurrence of
events can be determined with respect to a logical clock hwvban be formally charac-
terized using the “happened-before” relations [6] by digng the mutual order of occur-
rence of two events. The two events having a direct “happéeéare” relation could be
two events occurred consecutively at a same host, or twa®uamlved in transmitting a
message between different hosts. A direct “happened-efelation involving a pair of
events in sending and receiving a message is also calledteorebf direct transmission,
and the two events are called the sending event and the irggeivent, respectively.

The order of occurrence of events can be determined incrathgloy exploring “happened-
before” relations between events through scanning a lostgiyi of occurrence of events.
Incrementally sequentializing the order of occurrenceweingés can achieve a very good
serialization of events, since many seemingly concurreents could be serialized. (Two
events are calledoncurrentevents when there is not a “happened-before” relation betwe
them.) However, sequentializing events incrementallyidtake a long processing time.
The order of occurrence of events can also be determined-wsely. In this approach,



only a small number of events that occur around the time pifiiiterest are sequential-
ized, such that the processing time can be limited. For el@nporder to discover the
cause to an event occurred at a particular moment, only thes@s occurring in the neigh-
borhood of this moment need to be sequentialized. It is mefit and inapplicable to do
this task by serializing a long history of events using thehoeé of incremental serializa-
tion.

In this paper, we propose a new technique to pseudo-synizkrimeal clocks in distributed
applications such that the synchronized clocks can be usetinfing-sensitive applica-
tions, like deriving the momentary state of a distributeplagation at a given time moment.
Pseudo-synchronizing one clock to another clock is to discthe shift between the two
clocks. The basic idea of pseudo-synchronizing two closks estimate the shift between
the clocks by examining the difference of occurrence tintevben events having a direct
“happened-before” relation. The term pseudo-synchroizaomes after the fact that the
estimated shift between two clocks might not reflect theadhift between them.

Under pseudo-synchronized clocks, it is ideal to maintam ariginal order of occur-
rence of events. However, shifts between clocks estimatied)uhe procedure of pseudo-
synchronization can be over estimated due to lack of knaydeaf actual transmission
delays between hosts. When the shift between clocks at tets discovered, relations
of direct transmission involving only these two hosts arareied; the shift is estimated
as the minimum difference between the occurrence time oftvemts having a relation of
direct transmission. This estimation is accurate only wihertransmission delay between
the two hosts is zero. The accuracy of the estimated shiftd®t two clocks can be im-
proved if the knowledge of transmission delay between tleehtests where the two clocks
are install is available. If the occurrence time, with regpe the reference clock, of events
is estimated based on over-estimated shifts, some regatibdirect transmission could be
violated. Therefore, the occurrence time of events needbeuadjustments in order to
resolve relations that have been violated.

The rest of this paper is organized as follows. The procedtipseudo-synchronization
of clocks is described in Section 2, and the procedure ofmesitng occurrence time of
events with respect to a common reference clock is deschib8dction 3. The evaluation
to the method of deriving momentary states of distributegliagtions is in Section 4.
The previous works relating to this subject in Section 5. @athod is summarized in
Section 6.

2 Pseudo-Synchronization

2.1 Motivation

In a distributed application scenario consistingrohosts, the occurrence time of an event
is expressed as am-dimensional time stampt, ¢, - -, tn)m, Wheret; (1 < i < m)

is the occurrence time of the event with respect to the lolcadkcat hosti. If all hosts
share a universal clock, then the occurrence time of an egeatded by different hosts is
identical. When all hosts share a universal clock, the avfleccurrence of events could be
naturally determined using their occurrence time. Howeween local clocks at different



hosts lack of synchronization, an-dimensional time stamp of the occurrence of an event
is not directly available from the measurement. For exanvpten an event is recorded by
host1 at timel with respect to the local clock, its occurrence time withpexg to clocks

at other hosts is uncertain, and thus, thaedlimensional occurrence time of this event is
expressed af, —, —, - - -, —) where— denotes an uncertain value. The uncertain values
can be determined when all local clocks are synchronizedctoranon reference clock.
Pseudo-synchronizing a local clock to a reference cloo fst out the shift between the
two clocks. The shift between two clocks can estimated byingakse of relations of direct
transmissions which are “happened-before” relations with sending event occurring at
one host and one receiving event occurring at the other fibstbasic idea is that the shift
between two clocks can be determined by the minimum diffezeaf the occurrence time
between pairs of events having a direct transmission oglatWithout loss of generality,
the local clock at host is treated as the reference clock in pseudo-synchronizatio
local clocks, and host is called the reference host. Consecutive events recorglbost

i(1 <4 < m) can be denoted as a time seri€s, t5, - - -, ¢/ }, and an event occurred at
hosti attimet, (t; <t, <t )isdenoted as; . Arelation of direct transmission involving

hostsi and; can be expressed as — e{w (i # j) wheree; ande{w IS a sending event at
hosti and a receiving event at hogtrespectively.

If the clock at host is well synchronized to the reference clocle. the clock at host,

t; should precedé#, for the two events ire;, — ¢; , and the difference betweef and

ti, is the delay between event§ ande; . Under all circumstances, should always
occur beforee; , andt, should precede the occurrence time of ewgéntwith respect to
the reference clock. If the transmission delay betweentevgnande; is assumed to be
zero, then the shift between the local clock at sé@d the reference clock can be roughly
estimated as/, — ¢!. The shift between local clock at hasand the reference clock can be
used to adjust the local clogk

However, not every relation of direct transmission is duédgor estimating the shift be-
tween two clocks. When an inappropriate relation of diremh$mission is used in esti-
mating the shift, some relations of direct transmissionhmnixg violated with respect to the
reference clock. For example, consider two relations afalitransmissiors;, — e; and
e;, — ¢, satisfyingt, < t},t, <t,, andt, —t, <t —t.,. Therelatiore; — ¢; is
appropriate for estimating the shift between cle@nd the reference clock, however, the
pair of events;; — e,’;y is not appropriate for the purpose. This fact can be valdtlate
follows. When the relétiotlv — ¢} isused{!, is projected onto the reference timeline as
t,, correspondingly; is projected onto the reference timelinetas- (¢, — t.,). Since the
relatione;, — e; has to be maintained, + (t; — t;,) > ¢, is mandated and is guaranteed
by the assumption of, — ¢, < ¢; —t;,. However, when the relatiof, — ¢; is used for
this purpose, the relatiosf — ¢; is violated because the occurrence time of evént
with respect to the reference clock precetles

2.2 Procedure

When estimating the shift between the local clock at hiaatd the reference clock, the
estimation procedure takes as input two sequences of aanseevents recorded by host



1 and by host, respectively. This procedure takes the following steps.

(1) Finding out pairs of events having a relation of direensmissiore; — ¢; and
denoting them by a séfi; that

Ei={(el,.el,)

e, —ept <ty <t b <t < t;i};

(2) Computing the difference of occurrence time betweelth @adr of events ine;, i.e.
t, —tifor (e} e} ) € Ej;

(3) Taking the minimum value of these differences as the bleifween two clockg,e.
min_(, —t,).
(el €, )EE:

The validation of this procedure is shown in the Appendix.
The processing time spent in pseudo-synchronizing twokslas the amount of time
needed to scan through both sequences of consecutive egeotded by respective host.
The procedure of estimating the shift between two clocksoeaperformed on-line, which
keeps the running minimum value of differences while a digted application progresses.
After all local clocks have been pseudo-synchronized todference clock, the occurrence
time of an event with respect to each individual local cloak be determined, hence,an
dimensional occurrence time stamp for the occurrence df eaent can be obtained. It is
worthy of noting that, under this estimation procedure gbeurrence time of an event with
respect to remote clocks might not be accurate becauseithbetiween two clocks could
be over-estimated. Moreover, pseudo-synchronizing lkdoaks to a reference clock could
only guarantee that relations of direct transmission wivgl the reference host are main-
tained, and it is possible that some relations of directstr@iasion between non-reference
hosts could be violated. This fact is stated more speciitgalProposition 2.1.

Proposition 2.1 When local clocks at hostandj (2 < i,7 < m;i # j) are pseudo-

synchronized to the reference clock at hbsthe shift between clock and clockl can

be denoted ad; = min (t' — t!), and the shift between clockand clockl can be
etv—>e§w

denoted agd; = min (#, —t!). Relations of direct transmission between hcatd; are

1 J
etv —>€tw

maintained only if min (t] =) > (d; — dy). O

T
el —e
tp tq

2.3 Discussion

Due to lack of knowledge of the actual minimum transmissielag between two hosts, it
is difficult to precisely estimate the shift between two &®by the procedure of pseudo-
synchronization. In most application scenarios, the trassion delay between two hosts
should not be very large. For instance, the median valuesurfd-trip time (RTT) mea-
sured in the Internet [12] are mostly less tHan ms, thus, the uni-directional transmission
delay between two hosts should mostly be less #fians. Hence, a value of zero is a close
estimate of the transmission delay between two hosts wieeadtual transmission delay is
reasonably short.



Meanwhile, the knowledge of minimum delay between two hoatsbe obtained in many
application scenarios. There are network measuremers toobbtaining delay informa-
tion between two hosts in the Internet. Moreover, these areagent tools are gradually
becoming a part of designs of operating systems to fa@ldatision making at the appli-
cation level.

Over-estimating the shiff between two clocks is a potential problem for the procedéire o
pseudo-synchronization. The fact that the shift betweerctacks might be over-estimated
can be formally justified as follows. We assume & derived from a relation of direct
transmission in the form of, — ¢} ,i.e.d = t!, —t,. We denote the actual shift between
the two clocks to bée’, and the actual transmission delay is denoteti(as> 0). Following

the same reasoning, we haye— (¢, + §) = d’ and further have = d' + §. Henced > d'.

If the actual transmission delayis available, then the shift between two clocks becomes
d—9.

3 Derivingthe Momentary Snapshot

When the current state of a distributed application comgjsaf m hosts is to be discov-
ered at a host, the local clock at the host is treated as theerefe clock and other clocks
are pseudo-synchronized to the reference clock. After seeigho-synchronization is per-
formed, a set of events occurred in the neighborhood of a piowet with respect to the
reference clock is to be extracted. Then, the occurrence tifrthe events extracted is
estimated with respect to the reference clock. Lastly, g#teEevents is naturally serial-
ized with respect to their estimated occurrence time ance&éted as the snapshot of the
distributed application at the given moment.

3.1 Motivation

Without loss of generality, it is assumed that the curreatiesof a distributed application
at a time moment,, is to be discovered at ho$t The clock at host 1 is treated as the
reference clock. This task is performed by first extractirsgiof events occurring within
a small time intervalt,, — u/2,t,, + u/2] (v > 0) with respect to the reference clock;
then, the occurrence time of this set of events is estimaitdnespect to the reference
clock. Hence, the derivation of the state of the distribwtpgdlication at the time moment
t,, only involves events occurring within time intervig}, — «/2,t,, + u/2]. This set of
events can only be identified after all non-reference clakspseudo-synchronized to the
reference clock. Under the pseudo-synchronized clockdijritire point,, can be projected
ast,, = t,, + d; with respect to clock whered; is the shift between clock(2 < i < m)
and the reference clock. If a set of events occurring at hgst< ¢ < m) within time
intervallt,, u/2 t . +u/2] with respect to clockis denoted a#/;, then the union ofZ;’s,

denoted agy = U E;, constitutes a set of events occurring, across all hostejnmime

interval [t,, u/2 tql + u/2] with respect to the reference clock.
If there is no violated relations of direct transmissioreafpseudo-synchronization of
clocks, then the set of events derived is the desired snapghte distributed application



at the given moment. However, some relations of a direcstrassion could be violated
under pseudo-synchronized clocks due to a fact stated poBiton 2.1. In order to over-
come violated relations of direct transmission, some adjasts need to be made. For
example, for a relation of, — e{w, the occurrence time of the pair of events is projected
onto the reference timeline &s— d; andt/, —d;, respectively, and this relation is violated if
' —d; > tJ —d;. In order to overcome the violation, the shift between clpekd the refer-
ence clock needs to be adjusted by a minimum amout-efl;, — (7, —t? ). Consequently,
the new shift between the clogkand the reference clock becom#s= d; + (t], — t.).
Adjusting the shift between a local clock and the refererdoekccould also possibly in-
troduce new violations. Therefore, long processing timdatbe resulted in order to fully
resolve violations. In order to limit the processing timedisn resolving violations, the
occurrence time of events involved in violated relationslioéct transmission need to be
selectively adjusted. Selective adjustments on occueréinte should not introduce new
violations.

3.2 Procedure

The procedure of deriving a momentary snapshot of a digathapplication assumes that
all local clocks have been pseudo-synchronized to thegeferclock. This procedure con-
sists of four steps. In the first step, the occurrence timevefyeevent inE is projected
onto the timeline with respect to the reference clock. Indbeond step, violated relations
of direct transmission are identified based on the occueréinte projected onto the ref-
erence timeline. In the third step, the adjustments onssh#dtween local clocks and the
reference clock are determined. In the fourth step, sekeatijustments on the occurrence
time of events are made in order to resolve violations. Ireotd estimate the amount of
processing time in each step, the number of events includsetF is assumed to ba/.

In the first step, the occurrence time of an event E; (2 < j < m) is projected into
t/ — d; with respect to the reference clock. The amount of procgdsime in this step is
O(N).

In the second step, the sEtof violated relations of direct transmission under pragelct
occurrence time is identified as

v={(e)

The sefl” can be partitioned inté:—1 components each of which is a set of event pairs with
the trailing event occurred at a same host. For examplej-theomponen{2 < j < m)
is denoted as

v; ={(el, )
HenceV = |J V;andV;V; = 0 (Vi # j). In order to find out items in séf;, each

2<j<m
eventinE; is scanned exactly once, in turn, the processing time ingbersl step i (V).
In the third step, a new shift between clocknd the reference clock is estimated. For each

element(e; el ) €V}, d; + (), — t}) is computed. Furthermore,
dj = min [d; + (8, — 1,)] (1)

(e}, el )EV;

eiv—>6{w;2§z’,j§m;ti—di>tf;—dj}.

(ef, —el)eV,2<i<mti—d, >tf;—dj}.



is treated as the new shift between clgcknd the reference clock. Under the new shift
dj, the occurrence time of eves} is projected intar — dj with respect to the reference
clock. It can be shown that — d7 > v’ —d;, i.e. an over-estimated shift is adjusted into a
smaller value of shift and the new projected occurrence tifrevente? is bigger than the
original projection. Under new shifts, no all violated t&as of direct transmission can
be resolved, and the projected occurrence time needs tatherfadjusted using a method
described in step four. The processing time of the third stefsoO(N).

In the fourth step, projections of occurrence time is a@dsh order to resolve violated
relations of direct transmission. The adjusted occurréinoe of events: with respect to
the reference clock is denotedHé;), and an event] obtains its initialT'(¢]) ast’ — d;

(dy = 0). The adjustment aims to satisfy two conditions:

() T(e?,) > T(el) if eventel occurs prior to event, at hostj;

(i) T(e] )>T(el)ifei —el (2<i,j<mandi# j).

Condition (i) states that the adjustment should not reberorder of occurrence for events
occurred at a same host, and condition (ii) states that fjustadent should serve to resolve
violations of relations of direct transmission. In ordestdisfy condition (i), a barrieB;

is set on the timeline with respect to clogko prevent introducing new violations. The
barrier B; is initially set to be the right border of the intervak. ¢} + u/2 and moves to
the left as projections of occurrence time is adjusted.

In the adjustment procedure, relations of direct “happdmfdre” among theéV events are
examined by scanning events in the order from later occaeréime to earlier occurrence
time, thus, theB;’s are initialized as the right boundary of the time internwéth respect to
the reference clock.

For each event under scanning, the following operationpar®rmed:

(1) i f eventel is the leading event in a non-violated relation of directghaned-
before” in the form ofe/, — e, (1 <k < m)

(2) then T(e}) = min{T(e]) + (d; — &), T(e"), B;):
(3) el se T(e}) = min{T(e}) + (d; — df), B;};

(4) endi f

(5) B, = T(e]).

Under this adjustment procedure, no new violations toimatof direct transmission will
be introduced. However, it is still possible that some \tiolas still exist after the adjust-
ment. In order to eliminate all violations, thé events are scanned for a second round to
resolve violations. A violated relation of direct transsig could be resolved by simply
swapping the occurrence time of the two events. The arguimastfollows. The time inter-
val between the occurrence time of two events in a violatiediom of direct transmission
can be imagined to first condense into a single point, and wovi@ation is introduced in
the condensation because the order of occurrence of evargsdt change due to the con-
densation. Next, the condensed single time point is exghimde the original time interval

7



by simply swaping the occurrence time of the two events ageduat the boundary of the
interval, and keeping the occurrence time of events ocdwrithin this time interval intact.

It is clear that no new violation to relations of direct tramssion is introduced in resolving
this violated relations of direct transmission. The preaggtime in the fourth step is still
O(N). Hence, the overall processing time in the point-wise fiea@on isO(N).

4 Evaluation

The method of deriving momentary snapshot of a distribufgalieation has also been
validated by experiments. The goal of this evaluation isxangne the effectiveness this
method in deriving the set of events occurred at a given momesrder to constitute the
snapshot. A distributed application runs®hosts each of which records events occurring
locally. Each host is equipped with its own clock which is ofynchronization with other
clocks. The state of the distributed application at time raotfis is to be derived at host
1. Thus, the clock at host 1 is used as the reference clocky@stdl is the reference host.
The non-reference clocks are set unsynchronized to theerefe clock with their shifts to
the reference clock shown dSin Table 1. The shifts are drawn uniformly &, 1.0s].

hostt | 1 | 2 | 3 | 4 [ 5
a; 0.0036| 0.0006| 0.0024| 0.0059| 0.0067
d; n/a | 0.1997| 0.3135| 0.5890| 0.4713

Table 1:The parameters used in generating event trace at each host.

4.1 Setting of the Experiment

An event generator is attached to each host, which gendt@€#\L or SEND events.
When a LOCAL event, which does not involve sending or recgj\a message, occurs at
a host, the host just records this event along with the oeoag time of this event with
respect to the local clock at the host. When a SEND event saiua host, the host has
to physically send out a message to the destination hostrired by the event generator,
and records the SEND event along with its occurrence time mgpect to its own clock.
When a host receives a message from another host, a RECEBRfE @scurs at the host
and is recorded with respect to the clock at the receiving hos

Every event generator randomly generates LOCAL events &iMDSevents with equal
probabilities, and the generated series of events by a gemdollows aPossiondistribu-
tion with the mean inter-arrival time; for each host (shown in Table 1). The choice of
a destination host upon a SEND event is also randomly madeeaiial probabilities for
every remote host. Each event generator is set to geneiattd aftt000 LOCAL or SEND
events. A minimum transmission delay is also randomly chastween each pair of hosts
as shown in Table 2. The actual transmission delay of a messagsmitted is the sum of
the minimum delay between two corresponding hosts and ammgieueing delay which
is drawn uniformly in[0, 0.5s].



s\o| 1 | 2 | 83 | 4 | 5

1 n/a | 0.3393] 0.0182] 0.1833] 0.0478
0.2601] n/a | 0.3358] 0.1458| 0.0668
0.1364] 0.0787| n/a | 0.4961| 0.2113
0.3343] 0.3013| 0.2637| n/a | 0.2485
0.3161] 0.2584| 0.3554| 0.4082] nl/a

A blwnN

Table 2:The minimum transmission delays (in seconds) between aimaaybpair of hosts.

Before any processing is made by our method, the number Htg relations of direct
transmission between an arbitrary pair of hosts is showaiel3, when the occurrence of
an event is time-stamped with respect to the local clockeahtist where the event occurs.

i\j|1]2][3]4]5

1 0|/0|0|0|O
2 0|/0|0|0|O
3 |70 8 0[0|0
4 1194|142|5/0|0
5 ||[65]/ 8 |0(0|0

Table 3: Under unsynchronized clocks, numbers of violations toti@a of direct transmission

between an arbitrary pair of hostgj (i # 7) in the form ofei — €.

4.2 Effect of Pseudo-Synchronization

Under the procedure of pseudo-synchronization of clotksshifts between non-reference
clocks and the reference clock can be estimated and are shdahble 4.d; is the estimated
shifts between clock and the reference clockg. clock 1. Compared tal, (the original
shifts between clocKs and the reference clock), the estimated shiffs) have been over-
estimated by offsetting the original shiftg; by minimum transmission delaysi{n 9, ;)

as shown byl; + min 4, ; in Table 4. The shifts could be more accurately estimatechwhe
the knowledge of minimum transmission delays is available.

i\ H d; ‘ d; ‘ min 0y ‘ d; + min 0y
2 || 0.5407| 0.1997| 0.3393 0.5390
3 || 0.3325| 0.3135| 0.0182 0.3316
4 | 0.7741| 0.5890| 0.1833 0.7723
5] 0.5227| 0.4713| 0.0478 0.5191

Table 4:The estimated shifts between non-reference clocks to faeerece clock. (All metrics are
in unit of second.)



After non-reference clocks are pseudo-synchronized toetteeence clock, the occurrence
time of events recorded at non-reference hosts can be éstinvidh respect to the reference
clock. Hence, violations to relations of direct transnosscan be evaluated under the
estimated occurrence time of events, and numbers of wolatire shown in Table 5. It is
clear that no violations happen between non-reference laostthe reference host because
number of violations are all for the row ofi = 1 and the columrj = 1 in Table 5,i.e.
there is no violation to relations in the form gf — ¢/, ore] — ¢!,. Meanwhile, it is still
possible that violations happen between non-referends.hos

i\j|1]2]|3]4]5

1 |0,0(0]|0]O
2 |0 0]0]|0]O0
3 |0|9%|0]|0|0
4 |0 0|0|0|O
5 |0|20|0]|0]|O0

Table 5:Under pseudo-synchronized clocks, numbers of violationslations of direct transmis-

sion between an arbitrary pair of hostg (i # ;) in the form ofe} — ¢J,.

4.3 Extraction of Events Occurred Around A Time Moment

In order to derive the snapshot at a given time moment, a suaabf events occurred in

a small time interval centered at the given moment needs tkebeed. In our evaluation,
the time moment is set to s with respect to the reference clock, and the size of the time
interval is set to b@.5s. The numbers of events occurred within this interval wétspect

to the reference clock is shown in Table 6, in contrast toaked humber of events occurred

at each host with the duration of the experiment. Indeed peved to numbers of events
occurred in the duration of the experiment, only a small neina) events occurred at each
host need to be considered in forming the set of events aatimthe neighborhood of the
given time moment.

Vi 1] 2] 3] 45
[4.755,5.25s] | 34 | 38 | 40 | 26 | 42
Overall | 1396 1384] 1371 1399 1376

Table 6:Numbers of events occurred within the time interMal’5s, 5.25s] and numbers of events
occurred in the duration of the experiment.

4.4 Resolving Violationsin A Small Set of Events

In order to derive the snapshot at a given time moment, vaylatto relations of direct
transmission (only involving events in the small set) betwaon-reference hosts are to be

10



eliminated. Hence, the estimated shifts shown in Table 4 t@ée adjusted by applying
Equation (1), and new shiftg’s between non-reference clocks and the reference clock
are estimated. The adjustments to shifts are shown in Table 7. The adjustmedfs- d
can be applied to adjust occurrence time of events in thelsealsing the procedure
described in step four in Section 3. After the occurrencestohevents in the derived set
has been adjusted, all violations to relations of direagtgnaission (only involving events
in the small set) can be resolved (shown in Table 8).

i 1 |2 |13 |4 |5
d,—d/ [na [0.1066]0 |0 |O

Table 7:Adjustments to shifts estimated in Table 4.

i\j1]2][3]4]5
1 |0[{0|0]|O

[ellellelielle)

0|0
0|0
0/0
0/0

2 0|0
3 |00
4 |10]0
5 |00

Table 8: After the adjustment to occurrence time of events occumgd.75s, 5.25s], numbers of
violations to relations of direct transmission are all O’s.

45 Serialization of Events

After violations to relations of direct transmission haweeh resolved, events occurred in
the neighborhood of the given time moment are naturallyaeed with respect to the
reference clock. The occurrence time of an event after adprss is expected to be close
to the occurrence time with respect to a conjectured uraveteck. In the experiment, a
universal clock is assumed for verification purpose, andtueirrence time of each event
with respect to the universal clock is recorded, as well aottturrence time with respect
to the local clock at the host where the event occurred. Iregperiments, the clock at host
1 is used as the universal clock. Hence, it is possible to ementhe degree of similarity
between the estimated occurrence time of an event and tbedeztoccurrence time with
respect to the universal clock. Shown in Figure 1, the eséchaccurrence time stamps of
events occurred withifl.75s, 5.25s] are very close to their ideal occurrence time stamps,
and the difference between an estimated occurrence timgpsaémd the corresponding
occurrence time stamp is small.

4.6 Overhead

The processing time in deriving the snapshot occurred wighsmall time interval con-
sists of the processing time for pseudo-synchronizing rederence clocks to the refer-
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(a) The occurrence time estimated vs. ideal  (b) Estimatiwor gestimated occurrence
time - ideal occurrence time)

Figure 1: The comparison between the estimated occurrence time andehl occurrence time
with respect to a universal clock. The occurrence time is/ dat those events occurred in
[4.75s,5.25s]. The identifiers of these events are shown onakexis, and the occurrence time
is shown on thej-axis.

ence clock and the processing time for adjusting occurréneeof events under pseudo-
synchronized clocks. Even though the processing time spgmgeudo-synchronization
could be long since long event traces recorded at partingpditosts need to be scanned
to discover the minimum difference between the occurreme bf a RECEIVE event
and the occurrence time of the corresponding SEND eventhlsubperation can be made
on-line such that a running minimum difference is maintdias the distributed applica-
tion progresses. Hence, the processing time in discovehifts between clocks can be
amortized into the processing demand for each operatioren¥idg a snapshot. After
the pseudo-synchronization, all processing for seriaipaonly involve a small number of
events compared to the number of overall event occurrereel@ble 6), thus, the process-
ing overhead is low for each derivation of a snapshot. Tloeeefthe overall processing
overhead in point-wise serializing events is low.

5 Related Work

Serialization of events with respect to the order of theocusence has been widely used
in performance analysis and in error debugging. Due to ld&kumiversal clock in most
distributed application scenarios, one method of semajizhe occurrence of events in
distributed applications is by making use of a logical clatlplace of a universal clock.
Lamport [6] presented an approach of partially serializagnts by making use of a logical
clock that is formally defined as the “happened-before”tr@a The “happened-before”
relations are defined under two assumptions: 1) all evdmsoccur on the same process,
form a sequence.e. they area priori totally ordered; 2) sending or receiving a message is
an event in a process.

Even though the Lamport logical clock satisfies the clockditoon, but it is not strongly
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consistent and not being able to always capture concurréiicgvercome the deficiency
of the Lamport logical clock, a concept of vector clock wasigroposed by a number of
researchers, most notably Fidge [4] and Mattern [8]. A veckack is an array of integers
VT[n], wheren is the number of processes in the system. Each processotainaiiits
own vector clock that assigns time stamps to events by tlutes:rl) all events that occur
consecutively on the same processor are time-stampedrgeadlye 2) the time stamp of a
sending event is carried in the message being sent; 3) upeipt®f a message, the event
of receiving a message is time-stamped by the maximum ofirtie gtamp carried in the
message and the local clock of the receiver.

Events having “happened-before” relations have been madeotiin our methods of
pseudo-synchronization of clocks, and of adjustments tamwence time of events with
respect to a common reference clock. Moreover, the methadjabting occurrence time
of events has a flavor of the elastic method because not all@we time of events oc-
curred at a same host is adjusted consistently.

Srinivasaret al. proposed the Near-Perfect State Information (NPSI) adaptiotocols [11]
and the Elastic Time Algorithm (ETA). In parallel computigigstems, in order for the logi-
cal processes (LPs) to schedule their executions, theat@itigde information of the system
needs to be informed to the LPs. However, the overhead ofat@lg the correct state
information of the system is not acceptable in reality, aquol of propagating of good
approximation of perfect state information is desired. I'BNPSI and ETA are control
mechanisms to guide LPs to schedule their next events. Tieeatice between NPSI and
ETA is that NPSI defines a class of algorithms with controlgdimist, whereas ETA is
an instance belonging to this class. Quaglia [10] propokedstaled version of ETA to
speed up the execution of LPs by taking into account of exatulelays of events in the
optimism control in LPs.

6 Conclution

In this paper, a method of pseudo-synchronizing local danldistributed applications is
proposed. Pseudo-synchronization of local clocks to a comreference clock is to esti-
mate the shifts between local clocks to the reference clatkowt violating relations of
direct transmission. The accuracy of the estimated shHifiestathe quality of estimation
on the occurrence time of events based on the pseudo-synmobadoclocks. The cause to
inaccurate estimates of shifts is due to unknown transomsgelays between hosts. In
order to prevent relations of direct transmission from feriolated, adjustments on the
occurrence time of events with respect to the referencék@oe performed after pseudo-
synchronization of clocks. This method has been validatexhiapplication scenario dis-
tributed onb hosts. The results demonstrate its effectiveness in tieaggtimated occur-
rence time of events occurred in the neighborhood of a givea point is very close to
actual occurrence time of these events.
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