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Abstract

As location-based routing becomes useful in some partisgknarios, locations of mobile
hosts become as important as their identifiers in ad hoargiutimobile wireless networks.
Location lookup services are henceforth needed to aiditotdiased routing.

In this paper, we present a source routing based locatidwufmeervice that can be used
as the location discovery component in a location-basetihgprotocol. The design goal
of this service lies in two folds: having high success ratedazation discovery while
keeping low demands on network resources. The goal of havigly success rates is
achieved through encouraging mobile hosts to cooperateruing location queries. The
goal of keeping overhead low is achieved through making &sawtion query be served by
a small number of hosts.

Each mobile host is associated with a number of friend hostsdastributes replicas of its
up-to-date location to them in order to enhance chancesswiening queries about its loca-
tion. Discovering or updating the location of a target hestarved through the cooperation
among a set of friends of the target host. The friendship @mmabile hosts forms into
an index structure used in our location lookup service. tteoto ensure a small number
of hosts participating in serving a location query, we cangtthe index structure into a
complete binary search tree and distribute it across mbbgés. DSR routing protocol has
been modified and used in forwarding location lookup serxetsted packets. The path of
forwarding packets reflects underlying temporary connéis among mobile hosts.
Evaluated by simulating mobile wireless networks, theqgrenance of our location lookup
service exhibits high success rates and low demands on rietespurces.
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1 Introduction

Geographical proximity plays an important role in ad hoctirmuin mobile wireless net-
works. If two mobile hosts are geographically close togetihere is a high probability that
they can establish a direct communication link. Locatiasda routing protocols make use
of locations of mobile hosts to determine next-hop host®mérding packets to destina-
tions. In contrast, geographic proximity in wired netwardgis not necessarily useful. For
example, in the Internet, a packet can be forwarded in onedg across the Atlantic
ocean through the cross-the-ocean optical fiber cableg,hal take several hops to reach
an area nearby if there is no direct connectivity.

The ability for a mobile host discovering its current looatis assumed in location-based
ad hoc routing. The example location-enabling technobgielude GPS (the satellite-
based positioning system), landmark-based positioning,raovement-based positioning
in ad-hoc networking. In landmark-based positioning systdike the APS [12], a number
of landmark beacons (fixed in position or mobile) broadchstrtaccurate positions. A
mobile host could determine its current location througbrgetric computations using the
signal strengths received from different landmark beacdémsnovement-based position-
ing systems, if a mobile host knows its initial position,thecould compute its position
afterwards using its moving speed and directions.

In ad hoc routing protocols making no use of locations, rewe maintained mainly
through two approaches: the table-driven approach anddabee-initiated on-demand
driven approach [17]. In the table-driven approach, eachil@dost maintains routing
table(s) to reflect changes in network topology and proesgéd view of current network
topology to other hosts. In the source-initiated on-demdirien approach, no routing
table(s) is generally maintained at a mobile host. Instedwn a (source) mobile host
wants to find out a route to reach a destination host, it ileiia route discovery process
within a network. Once a route is discovered, the sourcespmstifies the full path in each
data packet sent to the destination host, and every inteatecdost specified in the path
forwards data packets to a next-hop host in sequence. Weateitination host becomes
inaccessible within the duration of a data transmissiontdwbanges of network topology,
the source host has to find a new route by initiating a new rdigtevery process. Hence,
overhead on maintaining route information is inevitablyaduced in either approach.

In location-based ad hoc routing, route discovery is noegssary if the location of a des-
tination host is known to a source host, because packetsecgedgraphically forwarded
from a source host to a destination host. Thus, discovenmfptation of a destination host
is the only pre-requisite for establishing a route to rehehdestination host. In this paper,
we propose a method of distribution of location informatsanto restrict the overhead of
location lookup. The design goal of this method lies in twtd$o to have high success
rates on answering location queries and to have low demandgtwork resources. The
two aspects of the design goal often conflict. On one handidardo have high rates of
successful location look-ups, up-to-date location infation is ideal to be propagated to as
many hosts as possible, and doing so consumes considenaflmbof network resources.
On the other hand, in order to prevent from consuming too nma&tivork resources, the
amount of location information propagated in the networ&dseto be limited, and doing
so hurts success rates.



In order to simultaneously achieve both aspects of the degigl, location information
needs to be propagated wisely. That is, location informadidl needs to be propagated,
but the amount of propagation has to be restricted. We makeraabile host only propa-
gate its up-to-date location to its friend hosts and malkeftiendship publicly understood
by every host. A host determines its friends using host iflerg. Two hosts are friends if
their identifiers share a common suffix. The longer commofixsoff identifiers are shared
between two hosts, the closer friends are them. The twostiésends are mutually called
peers. Moreover, in order to restrict the amount of propagat host only propagate an
update on its location to a small number of its friend hosts.

Relations of sharing common suffixes of host identifiers awinally expressed into a
complete binary search tree. In the search tree, leaf negeesent host identifiers, and
internal nodes represent sets of host identifiers sharinguslength common suffixes.
Such a complete binary search tree is used as the indexwsuntour location lookup
service.

Demands on network resources can be restricted by makingfukés index structure.
We make a host always propagate updates on its location pedéshost. When a host
can not reach its peer host in one hop, intermediate hoste#reted to forward updates
on its location. A host initiating a location update selatdsclosest friend in its current
neighborhood as a next-hop hdse, it shares the longest suffix of identifiers with the next-
hop host among all hosts which are one hop away from it. Eaelnnrediate host along a
forwarding path follows the same rule in picking up a nexphost. Upon a host receiving
a location update from its friend host, it can choose to mé&adhis location information
received and be ready to answer queries about the locatitimsdiriend host. A location
update moves closer toward the leaf level of the completarpisearch tree each time it
is further forwarded. Doing so restricts the number of tiragsacket of location update
is forwarded,i.e. no more times than the height of the search tree. Likewiseacket
of location query is forwarded in a similar way, and thussitaiso forwarded no more
times than the height of the search tree. Our location seputs low demands on network
resources because each service packet is only forwardediafes among a small number
of hosts.

High success rates can also be attained by making use ohtlex structure, because a
location query is always forwarded to a host which could aersthis query more likely,
e.g. a location query about a target host is more likely answeyetthé peer of the target
host than other friends of the target host. A location qudryua a target host could be
answered by any friend of the target host along a forwardatt.pMeanwhile, attaining
high success rates also closely relates to the underlyimgdeary topology in a network.
The requirement that a forwarding only happens betweenraopdiosts having a direct
communication link between them makes a forwarding chdelyli broken before a lo-
cation query is answered or a location update is propagatéd final destination. In a
network with a high density of hosts, forwarding chains amékely broken, whereas, in
sparse networks, forwarding chains are likely broken ddiertibed availability of one-hop
routes.

The index structure used in our location lookup service i&at virtual and is distributed
across mobile hosts in a network. Each mobile host maingaptstion of this index struc-
ture. The whole index structure is integrated from the phnmidex structures maintained
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in individual hosts across a network. The construction f decentralized index structure
follows ascalable distributed data structure (SDDS) approach [10]. Duties of maintaining
location information are distributed across hosts, andito@tion that an individual host is
much more heavily loaded than others is unlikely. Load batapacross hosts serves for
making a network operated stably.

Evaluated by simulating mobile wireless networks, theqgrenance of our location lookup
service exhibits high success rates on location look-ugd@m demands on network re-
sources. The necessary condition for our location lookonpaeto work well is that mobile
hosts are densely distributed in a network.

In the rest of this paper, we describe previous work relatingur work in Section 2. The
description of the index structure is in Section 3. The meétbblocation distribution and
lookup is described in Section 4. The performance evaloatfdhis method is shown in
Section 5. At last, we summarize the design of our locatioklp service in Section 6.

2 Related Work

The table-driven and source-initiated on-demand ad hatrgpprotocols in mobile wire-
less networks are surveyed in [17]. In ad hoc routing prdootaking no use of location
information, non-neglectable amount of channel bandwadiithnode processing power are
consumed in route discovery.

In order to reduce routing overhead in mobile wireless netgjoT suchiya [19] first pro-
posed the idea of establishing a landmark hierarchy. A lanms typically a router which
maintains routing information for other network devicesiiacope. The landmark devices
in different scopes interconnect themselves. Any packstisetween scopes goes through
the corresponding pair of landmark devices. Thus, routifigrmation is only maintained
at and exchanged among the landmark devices. @eala[21, 4] proposed the LANMAR
landmark routing protocol in wireless networks with groupbitity. A group of clustered
network devices moving together is treated as a scope, anthndmark device is elected
in each scope. Only landmark devices maintain routing médron. Location information
is not explicitly used in the LANMAR protocol, but proximiggmong mobile hosts is made
use of in forming scopes.

When location information is made use of, the overhead ofaadrbuting in mobile wire-
less networks could be greatly reduced. &al. [8] proposed the Location-Aided Routing
(LAR) protocol for ad hoc routing in mobile wireless netwsrkin LAR, no routing in-
formation needs to be explicitly maintained, instead, eelj@y between mobile hosts is
made use of. A packet is forwarded by a set of adjacent hestsgequence, to gradually
reach its destination, and it is forwarded closer to itsidaibn each time. Hongt al. [6]
also showed that making use of geographic locations helpsdiace routing overhead in
large-scale wireless networks.

Geographic forwarding of packets is generally used in locabased routing. Karpgt
al. [7] proposed the Greedy Perimeter Stateless Routing (GB&R)col in wireless net-
works. In this protocol, packets are forwarded to progredgimove closer to their des-
tinations. A next-hop node is picked up under the concernreédjly moving a packet
geographically closer to its destination over a single-bopnectivity. Just because tem-



porary connectivities among mobile hosts are made use airwairding packets, packets
are not guaranteed to be forwarded to their final destinationorder to make packets be
likely forwarded to their final destinations, the Geocasitireg protocol [11] as proposed
to make a packet to be forwarded to multiple next-hop hostbedtter chances of reaching
its destination.

Geographic forwarding is also used in content delivery neta. Ratnasamgt al. [16]
proposed the scalable Content-Addressable Network (CANhich content can be stored
and retrieved by keys of content. A content space is an astralti-dimensional coordi-
nate space, which is mapped to a set of hosts each of whichgesuoae partition of the
content space. In order to retrieve/update a content, a-gigiensional coordinate is first
derived from the key of this content; then using this coaaitin a retrieval/update request
is geographically forwarded to the host holding this conhten

Location lookup services are necessary to aid locatioeddasuting in mobile wireless
networks. Liet al. [9] designed the geographic forwarding based Grid LocaBervice
(GLS). Each mobile host distributes replicas of its up-aedocation to a number of lo-
cation servers across a geographic area, and a query aledot#tion of a target host is
served through geographically forwarding this query tocatmn server holding a replica
of the location of the target host. A packet might take migtigeographic hops when it
is forwarded from one location server to another one. Theentiones a packet is geo-
graphically forwarded, the more negative impact on datastrassions. When a channel
is occupied in doing routing related transmissions, it sckeéd from doing useful data
transmissions [5].

Heavy overhead on forwarding packets has been a problemefogrgphic forwarding
based protocols used in either mobile wireless networksoatent delivery networks.
Hence, matching the high-level forwarding topology to thyediogy of an underlying net-
work has been taken into account of in recent studies. TapfEX?] is a peer-to-peer
overlay routing infrastructure for sending requests toweser nearby. A routing mesh is
maintained in Tapestry for routing messages, which refibetsopology of an underlying
network connectivities. Ratnasardlyal. [15] introduced the topology-aware CAN to take
advantage of the topology of the underlying network to redaeerhead on forwarding
packets. The application-level CAN topology is made to mabke underlying network-
level topology by clustering geographically proximatetsdsgether.

In our method, spatial adjacency between mobile hosts i®ma€ of in forwarding pack-
ets. One hop in the forwarding chain of a service packet spmeds to a direct link be-
tween two adjacent hosts.

Decentralized index structure has the advantage of godatsiity because no atomic op-
eration is required across multiple entities, and it hambeade use of in a number of ap-
plication scenarios. Bozané al. [2] introduced the Logarithmic Dictionary Tree (LDT).
Each entity in LDT only maintains its own view of a distribdtenvironment. An op-
eration is accomplished through a collaboration among afsentities via forwarding it
among them. Aberer [1] introduced a distributed and baldmieary search tree used for
retrieving data objects. Each host only maintains a smatigroof the whole set of data
objects, and a retrieval about a data object is served thraugllaboration among a small
set of hosts with regard to the total number of data objedtsc&et al. [18] proposed the
Chord protocol for looking up content by their keys. The index stae used irChord
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is organized into a balanced binary search tree. A contektlp, as well as an update
on the index structure upon changes of content, only ing&/amall number of hosts.

In GLS [9], a distributed and balanced search tree built @mtifiers is used as the index
structure. Using this index structure, a location updatquary can be served through a
cooperation among a small group of location servers.

In our method, a decentralized index structure is constdustto a distributed complete
binary search tree. This index structure serves to definedbperative relations among
mobile hosts in serving location updates or queries, maegadivalso serves to limit the

number of times a service packet is forwarded.

3 Thelndex Structure

In our location lookup service, a complete binary searahlrglt on host identifiers is used
as the index structure, which is constructed based on aomlatt sharing common suffixes
of host identifiers. In this search tree, leaf nodes reptdsest identifiers, and internal
nodes represent groups of host identifiers sharing comnftiresuof various lengths. Fig-
ure 1 shows a complete binary search tree built on identidiggsnobile hosts, where each
internal node is labeled with the common suffix of host ides included in it. In a net-
work with K hosts, a complete binary search tree is of a heightof, K| + 1 (some leaf
nodes may be empty ibg, K is not an integer).

In the search tree, relations of sharing common suffixes sf identifiers can be formally
expressed using modular arithmetics. When tree levate ascendant numbered fram
at the root, a modular arithmetic by modwocould be defined in tree levél Internal
nodes in tree level represent various equivalence classes formed in modukmabpns
by modulo2!, and thus, an identifier is included in exactly one interraanin every tree
level. Every internal node is forked into two child nodes gfhare equal partitions of their
parent node.

Sharing various-length common suffixes characterizesnexiaf intimacy among friend
hosts. The longer common suffix of identifiers is shared betwaepair of hosts, the closer
friends are them. When friendship relations are widely ustded by every host in a net-
work, they can be used in determining the cooperative mrlatamong hosts in processing
location queries or updates.

The search tree serves as a guideline for a host to pick uptehonpxhost to forward a
packet of location query or update to. The forwarding preasresponds to traversing
the search tree along a path going from the root to a leaf reyglesenting the target host
of interest,e.g. the possible choices of a next-hop host which can be selégtdubst6

is shown in Figure 1. Furthermore, the height of the seam tepresents the maximum
number of times a location query or update can be forwarded.

A host could hold location replicas for any of its friend hosiCorrespondingly, a host
could distribute its location replicas to multiple frienddts. The success rates of answering
location queries are improved due to more chances of findlngadion replica of a target
host in a network, however, this benefit is achieved by pagipgice of consuming more
storage space and network bandwidth. For instance, in trelséree under the straight
mode as illustrated in Figure 1-(b), hdstould hold location replicas for any of its friend
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Figure 1:Serving location queries about ha@stising the search tree.

hosts, like holding location replicas for hasand2.

It is only exemplary to construct the index structure intoomplete binary search tree.
Making the search tree balanced is the essential concetmasthie height of the search
tree grow logarithmically with the number of hosts in a natkvo

4 TheMethod of Location Distribution and L ookup

A location distribution and lookup method can be constrditte using a complete binary
search tree built on host identifiers as the index strucfline.following terms are used in
the description of our method. A mobile host is calledssaer when it initiates a location
guery or update. A mobile host is calledaget when its location is under query, or a
packet of location update is being sent to it. A mobile hostailled aresponder when it
could answer a location query about a target host.

4.1 Storage Space

Each mobile host maintains two data structures in its seragocation table and a table
of one-hop routes. A location table is used for holding larateplicas for its friend hosts.

A location is typically represented as(a, y) pair in a geometric setting. A location can
also be expressed in other formats depending on applicatienarios. Every host also
maintains a table of one-hop routes to reflect one-hop cdnitexs between itself and its

current neighbors by keeping track of currently alive hasits neighborhood. No storage
space is needed in each host to maintain the search tree.



4.2 Discovery of Single-hop Routes

Temporary single-hop connectivities between mobile hasgsmade use of in forwarding
location lookup related packets. Single-hop connectigitian be discovered through mak-
ing each host periodically broadcast an alive message.dBasting alive messages does
not consume much network bandwidth because the signabstrefa wireless transmis-
sion decays proportionally to the square of the distanae tiee transmitter [20]. Thus, an
alive message can only reach those hosts which are curiiarithg neighborhood of the
broadcasting host.

Upon receiving an alive message, a host treats the broaugasist as its current neighbor
and records a single-hop route between itself and the bastidg host. A single-hop route
expires after a certain time period. Similar to [9], the eapon interval is made twice the
duration of an inter-broadcasting interval which relatethe moving speed of a host. When
the moving speed of a host is above a threshold, it broadaastbve message whenever it
has moved a certain distance; otherwise, it broadcasts mlessages at a pre-determined
constant pace.

4.3 Updating on Locations

A mobile host distributes its up-to-date location to itefrds for enhancing chances of
answering queries about its location. A location updateffsrént from an alive message
in ways that: 1) an alive message is broadcasted, whereasatioh update is always
unicasted to one host; 2) an alive message is never forwandesteas, a location update
is very likely forwarded.

A mobile host periodically propagates its up-to-date lmsato its peer host,.e. the two
hosts share all bits of their identifiers except the highést Bvery location update is
issued only once by its issuer host, but it could be forwantedtiple times afterwards.
Along a forwarding path, an intermediate host picks up a-hext host from its current
neighbors to forward a location update to, and an update@fottation of a target host is
forwarded to a closer friend of the target host each time.rhgoeiving a location update,
a host updates its location table with the location receiaed the way the location table
is updated depends on the mode of the search tree.

Under the straight mode, a mobile host can only distribsti®tation to its peer host. Thus,
intermediate hosts along a path of forwarding a locatioratgpdo not update their location
tables. A host can not distribute its location anywhereéffitrwarding chain is broken.
Under the enhanced mode, a mobile node could have its locdistributed to any of its
friend hosts. The intermediate hosts along a path of foriwgrallocation update can update
their location tables with the location information rea@dv Thus, even if a forwarding
chain is broken, the issuer host can still distribute it@tammn information to intermediate
hosts up to the host where a forwarding chain is broken.

4.4 Looking Up Locations

Upon receiving a location query, a host first looks into itsaltion table for an answer. On
a hit, this mobile host responds the location of interesh&issuer host of this query; on



a miss, it forwards the query to a next-hop host for furthevise. Similar to forwarding
packets of location update, both friendship relations ardedying temporary connectives
between hosts play roles in picking up a next-hop host. Whbkosa can not answer a
location query about a target host, it picks up a next-hop imoi$s current neighborhood

so that the location query can be forwarded to an even closerdfof the target host. A
location query will not be forwarded more times than the heaf the search tree.

A location query fails when the forwarding chain is brokeridoe it reaches a responder
host. Upon a failure, arfot found” message is responded to the issuer host of a query by
the host which last received this query.

45 Service Packets

Four types of packets are used in our method of locationibligion and lookup.Hello
packets are used for broadcasting aliveness of hbstsation Update packets and. oca-
tion Query packets are for updating and looking up locations of molblat$), respectively.
Packets oResponse to A Location Query are for carrying answers to location queries
back to issuer hosts of location queries. The generic foohtitese four types of packets
is shown in Table 1.

| Packet Type |
| (ID, Location) pair of the issuer hos}
| (ID, Location) pair of the target host
| (ID, Location) pair of a next-hop host
| Other location-related information |

Table 1:The generic format of packets used in our method.

A host declares its aliveness through broadcasting an lgaltket. The host itself is spec-
ified as the issuer host and puts its own identifier and cutosation in an Hello packet.
The other two (ID, location) pairs are left blank. A timeoaiwe is specified in the other
information field to invalidate the aliveness of a host wharet expires.

A host propagates its up-to-date location through sendpachet of location update to its
peer host. The issuer host is the host initiating a locatjmtate, and the target host is the
peer host of the issuer host. Only the identifier of the tangst needs to be specified in
a packet, and the location information of the target hosbisneeded. The (ID, location)
pair of a next-hop host is overwritten each time by an intetiate host along a forwarding
path. A timeout value is specified to invalidate the validityhe location being propagated
when timer expires.

A host tries to discover the location of a target host by segdut a Location Query packet.
The issuer host is the host initiating a location query, d&edtarget host is the host whose
location is under query. Only the identifier of the targetthoseds to be specified. A
next-hop host is a host in the forwarding chain of moving atmn query to a potential
responder host. The (ID, location) pair of a next-hop hosti$® overwritten each time
the packet is forwarded. In order to retrieve an up-to-datation of a target host, a last
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update time is specified in the packet to signify that a lecateplica of the target host is
considered valid only when the replica was last updated riieethan the time specified.
A host responds to a location query through sending a padketsponse to a location
guery. The issuer host and the target host of a packet of mespo a location query is
the responder host and the issuer host of a location quespectvely. When there is no
next-hop host can be selected to further forward a locatimmgto, a “not found” message
is responded as an answer to the issuer host of this locatieny.q

5 Performance Analysis

We evaluate the performance of our method of location distion and lookup by simu-
lating mobile wireless networks using the- 2 simulator [14]. Two metrics are used in
the evaluation: success rates on answering location guané demands on network re-
sources. Demands on network resources are materializedandwidth consumption and
the per-host storage occupation.

5.1 Simulation Scenarios

We simulate mobile wireless networks using the wirelessmaaolility extension [13] to the
ns- 2 simulator. Each mobile node is equipped with an IEEE 802.ik&¢less interface.
Mobile hosts move within 8000meter x 3000meter square, and their movements follow

a random waypoint model [3]. A mobile host moves along a gltgline to a randomly
chosen destination; upon arriving at the destination nitlcenly chooses a new destination
after pausing fort seconds. This process repeats till a simulation finishesll Imobil-

ity scenarios, the maximum movement speeglisneters/second, and average movement
speeds range betweén and6.1 meters/second. Each mobile host performs constant bit-
rate Cbr ) data transmissions. All simulations I&$i) seconds.

5.2 Performanceof Our Method of L ocation Distribution and L ookup

We demonstrate the performance of our method using scadihguiors of evaluation met-
rics, and we also present the advantage of our method by comgphe performance of our
method to the one of GLS [9] under the same set of simulatienatos. When the search
tree runs in the enhanced mode, the performance of our meslsbdwn in Figure 2. The

performance of GLS is shown in Figure 3.

5.2.1 Success Rateson Answering L ocation Queries

A location query is responded with either the up-to-datation of the host under query, or
a “not found” message upon a failure. A success rate on airgyvecation queries is the
ratio of the number of successful location retrievals totttal number of location queries
issued. Figure 2-(a) shows the scaling behavior of suc@es.r Success rates are high
when there are more thdan0 hosts in a network. This fact signifies that forwarding ckain
are unlikely broken when each mobile host is surrounded bseraod more neighbors



in a network, as shown in Figure 2-(b). Compared to scenavlwere hosts are sparsely
distributed in a networke.g. 16 hosts, forwarding chains are often broken.

With regard to success rates on location discovery in GL8washin Figure 3-(a), our
method has higher success rates. This fact states thatdniv&is under our method coop-
erate more efficiently.

5.2.2 Demandson Network Resources

The average per-host bandwidth consumed in our method wersimFigure 2-(c) and 2-
(d). The per-host bandwidth consumption goes up with higleesities of mobile hosts in
a network. On one hand, the higher density of hosts, the higéedwidth consumption
on broadcasting aliveness messages. On the other hand,onbdmop connectivities be-
tween mobile hosts become more available as densities t§ bosup (see Figure 2-(b)),
forwarding chains are unlikely broken, in turn, more bardtiis consumed in location
distribution and lookup. In the meantime, the ratios of thmant of bandwidth consumed
in our method to the one consumed in data transmissions steghly at the same level,
independent to densities of mobile hosts in a network. Thadnly a small and constant
portion of the bandwidth is consumed under our method. Watfard to bandwidth con-
sumptions in GLS, shown in Figure 3-(c), our method consuessamount of bandwidth.
Both GLS and our method consume a small and constant portitre@amount of band-
width available in a network.

The number of times a service packet is forwarded highlyrdautes to bandwidth con-
sumptions in a location service. As shown in Figure 2-(a)ise packets of various types
in our method are forwarded only once, on average. Whereascs packets in GLS are
geographically forwarded more times, shown in Figure 3f@@)a reason that one forward-
ing between a pair of location servers takes multiple ggugcahops [9].

The per-host storage occupation for holding location oggliis evaluated by the ratio of
the number of location replicas held in each host to the tatadber of mobile hosts. The
maximum and average per-host storage occupation in oulothatie shown in Figure 2-(f).
In most scenarios, each mobile host only needs to hold mtagiplicas for less that0%

of other hosts. In some scenarios, per-host demands omgetepace are higher, but they
are no more thaf5%. With regard to the per-host storage occupation in GLS awsiio
Figure 3-(f), both our method and GLS do not occupy much gmspace in each host for
holding location replicas.

6 Conclusions

We described a method of location distribution and lookupictv aims to restrict the over-
all overhead in location discovery needed by location-@idmiting. The design goal of
this method is to have high success rates on answeringdooatieries while keeping de-
mands on network resources low. In order to achieve this, gopabmplete binary search
tree built on host identifiers is used as a decentralizedkisttacture which guides each lo-
cation query or update be served via a cooperation amonglaramaber of mobile hosts.
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Meanwhile, transient one-hop routes between mobile hastsnade use of in selecting
cooperative hosts.

In order to achieve high success rates on answering locgtienes, it is important for
each host to distribute replicas of its location to othetsids order to restrict demands on
network resources, location updates are propagated thaagquence of single-hop route
only to a small set of other hosts.

By simulating mobile wireless networks, the performancehi$ method exhibits high
success rates on answering location queries and low congumgn bandwidth and per-
host storage. Compared to the performance of GLS, our megkloidbits higher success
rates and lower demands on network resources. A prominaturée of our method is
that decisions on forwarding service packets are jointhgiheined by the structure of the
embedded search tree and the temporary connectivities imettwvork.
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Figure 2: The performance of our method of location distribution amakup. The search tree is
under theenhanced mode. Simulations are run in3@00meter x 3000meter square
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Figure 3:The performance of GLS. Simulations are run i8080meter x 3000meter square.
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