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Abstract

In this paper, we present a simple augmented reality system using a neural network inspired
by the biological vision system. It uses a feature-based recognition system developed in
the C# programming environment. It uses OpenCV for feature detection and extraction, a
self-organizing map (SOM) for picture recognition, and Microsoft WPF 3D for rendering
3D objects on the screen. This paper describes the characteristics of augmented reality
system. For image recognition, the global representation of images are used as image fea-
tures. We explore different global features that can be used to improve the recognition and
discuss how the self-organizing map (SOM) is trained using these global features using an
unsupervised learning algorithm. The SOM is a two-layer neural network comprising the
input layer and the competition layer that is a grid of neurons. Each neuron is represented
by a vector that has the same dimension as an input feature vector. During the training, the
SOM groups the similar pictures together in the competition layer and chooses a neuron
for each group.

We describe the process of building an augmented reality system using the self-organizing
map. Using a webcam as a visual sensor, the system is presented with a sequence of in-
put images that are processed frame by frame. On receiving an input image, the system
detects a rectangle of interest in the input image by analyzing contours from the edges ex-
tracted with an edge detection algorithm in OpenCV. From the picture within the rectangle
of interest, a feature vector is extracted and later fed into the neural network for picture
recognition. Picture recognition is done by choosing the best representative neuron that
represents a group of pictures in the competition layer, and then choosing the most similar
picture in the group. Once a picture is recognized, a 3D object corresponding to the picture
is rendered on the screen using WPF 3D.



1 Introduction

Recent advances in computer processing capability, new 3D technologies, and efficient
image processing technologies have opened the door for real-time systems with intensive
computing such as the augmented reality system, which needs to process enormous amount
of input data from a visual sensor and give responsive user interaction. Research in aug-
mented reality systems has been focusing on improving the technologies in such application
domains as medical operations, defense, education, robotics, manufacturing, maintainence,
assisted driving, mobile assistance, and entertainment.

1.1 Augmented Reality

Augmented reality is generally the enhanced view of a real and physical environment in
which virtual elements are blended with the real elements. According to [1l], Augmented
Reality is usually defined as the view of the real world that has the following three charac-
teristics:

Augmented Reality
1. blends real and virtual elements, in the real environment,
2. is Real-time interactive, and

3. is Registered in 3-D, that is, the computer generated virtual objects are fused with
the three-dimensional real world.

In terms of Milgram’s taxonomy of mixed reality visual displays[2], the concept of aug-
mented reality falls between the reality and the virtuality. It is closer to the reality since
virtual elements are added to the real environment. In contrast, the augmented virtuality,
which is also a type of mixed reality similar to augmented reality, is closer to the virtual
reality since users completely immerse in the simulated environments. Milgram defines the
relationship among the reality, the virtuality and the mixed reality as the Reality-Virtuality
Continuum as shown in Fig.
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Figure 1: Milgram’s Reality-Virtuality Continuum

1.2 Vision Recognition

At the heart of an augmented reality system is a vision recognition system and a 3D render-
ing engine since the ultimate goal of the augmented reality is to blend the virtual elements
wth the real elements. In our project, the vision recognition system is inspired by the human
vision recognition system. A great deal of research has been going on in computer vision in



order to mimic how a human being’s brain processes visual information and recognizes pat-
terns. Some of the operations such as pattern recognition that our brain can do so well seem
very difficult for a computer. Studies in psychology suggest that when the brain processes
visual information, it divides a visual scene into sub-dimensions, such as color, movement,
form and depth and delegates them to different areas of the brain. The holy grail of vision
has been how the brain integrates these sub-dimensions into the perceived image[8]. To
illustrate this, imagine seeing a scene that includes a bird. The visual information of that
bird is processed to mark areas of interest and is divided into sub-dimensions such as color,
depth and form, which are then processed in different areas of the brain. Then, for each
sub-dimension, the neurons that are associated with corresponding memory will fire. Using
the collection of these represented neurons, the brain tries to generate its own image of a
bird, after which we perceive it as a bird. As we explore our environment with our eyes,
enormous amount of information streams into different parts of the brain through our visual
sensory system. The brain’s visual centers are constantly reorganizing themselves to adapt
to this new information. We demonstrate this idea using a feature-based vision recognition
system that consists of a type of neural network known as ”’self-organizing map” [3] and a
collection of global features such as color, texture and edges.

1.3 Overview of an Augmented Reality System

Inspired by the biological vision system, we build a simple augmented reality system using
a neural network. Our system receives inputs from a visual sensor such as a web-cam and
divides them into sub-dimensions such as color, texture and edges. The features of these
sub-dimensions are fed into the neural networks. The neuron that fires in the output layer
of the neural network determines which pattern is recalled from the training set.

Our system uses the combination of global features to compare image similarity. Before
running the augmented reality system, the neural network is trained using a training set of
images. The type of neural network we are using is called a self-organizing map (SOM).
SOM is a two-layer neural network comprising the input layer and the competition layer,
which is a grid of neurons. SOM is trained using an unsupervised learning algorithm, in
which the training examples in the training set are unlabeled, that is, the input training
examples are not given the corresponding outputs. In other words, unsupervised learning
can be considered as finding patterns in the data with unstructured noise. Each neuron is
represented by a vector that has the same dimension as an input feature vector. During the
training, the SOM groups the similar pictures together in the competition layer and chooses
a neuron for each group.

After the training, using a webcam as a visual sensor, the system is presented with a se-
quence of input images that are processed frame by frame. On receiving an input image,
the system detects a rectangle of interest in the input image by analyzing contours created
from the edges in the image. These edges are extracted by using edge detection algorithms
in OpenCV. From the rectangle of interest, a feature vector is extracted, and later fed into
the neural network for recognition. Pattern recognition is done by choosing the best rep-
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resentative neuron that represents a group of pictures in the competition layer, and then
choosing the most similar picture in the group. Once a picture is recognized, a 3D object
corresponding to the picture is rendered on the screen using WPF 3D.

The process of our augmented system can be illustrated as a pipeline as shown in Fig. [2]
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Figure 2: A Pipeline for Augmented Reality System

2 Feature Detection and Extraction

2.1 Rectangle of Interest

Since our project uses the feature-based technique for pattern recognition, features need to
be detected and extracted from input images. In order to extract features and later feed them
into the neural network, an area of interest in an image needs to be defined. Our system
defines the area of interest as rectangles, which can be referred to as rectangles of interest.
Our system detects rectangles of interest in the images by using Canny edge detector[9]
and contour extraction algorithms using OpenCV. Canny edge detector is a edge detection
technique which uses a multi-stage algorithm to detect a wide range of edges in images. It
is used to extract contours in the images and examines the angles, sides, and vertices made
by contours to detect the rectangles of interest.[7]. This detection process of the rectangle



of interest is illustrated in Fig.

Rectangle of
Interest(Highlighted)
is detected by using
contour from edges

Figure 3: An illustration of edge detection and rectangle of interest detection

2.2 Feature Extraction

Choosing the right features is the most important part of the feature-based vision recogni-
tion system. However, for simplicity, we first experimented with simpler global features
such as intensity histograms and color areas. These are usually widely used as global fea-
tures in a traditional image retrieval system. Histograms are simply collected counts of the
underlying data organized into a set of predefined bins. They can be populated by counts
of features computed from the data, such as gradient magnitudes and directions, color, or
just about any other characteristic. This gives a statistical picture of the underlying dis-
tribution of data.[7] An intensity histogram is a graph that shows the counts of pixels in
a gray scale image at each different intensity value. Since different images have different
intensity histograms, it can be used as a sub-dimension for pattern recognition. An example
of a histogram is illustrated in the Fig. ]
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Figure 4: An Example of Histogram [7]]

Since intensity histograms work on gray scale images, the input RGB images are temporar-
ily converted to gray scale images. The intensity histograms for each image are obtained
using built-in functions in OpenCV. The data type for each intensity histogram is defined
as a float array of size 256, in which the values are distributed so that the intensity of pixels
increases with the index of the array, i.e., index O has the lowest intensity and index 255
has the highest intensity. The resulting float array is to be fed into the neural network for
pattern recognition. Similarity between intensity histograms of two images are measured
by the Euclidean distance.

After experimenting with simpler features, we use a more complex feature called the Joint
Composite Descriptor, which is mentioned in [15]], which combines the Color and Edge Di-
rectivity Descriptor(CEDD)[11] and the Fuzzy Color and Texture Histogram(FCTH)[10],
proposed by Chatzichristofi and Boutalis. We find that the Joint Composite Descriptor
works significantly better than the intensity histogram and color areas. We briefly summa-
rize the extraction of these features.

2.2.1 Color and Edge Directivity Descriptor (CEDD)

The Color and Edge Directivity Descriptor (CEDD) is extracted as defined in [[11]. CEDD
is the extraction of a low level feature that combines color and texture directivity into
one histogram. In CEDD feature extraction, the image is separated in a preset number of
blocks. Then, the color information based on HSV color space is extracted using a set of
fuzzy rules. This generates a 10-bin quantized histogram, each of which corresponds to a
preset color. The number of blocks assigned to each bin is stored in a feature vector. Then,
an extra set of fuzzy rules is applied to a two input fuzzy system, in order to change the
10-bins histogram into a 24-bins histogram, thus importing information related to the hue
of each color that is presented. Next, 5 digital filters are also used for exporting the infor-
mation related to the texture of the image by classifying each image block in one or more
of the 6 texture regions that has been fixed, thus shaping the 144-bins histogram. Then, this
histogram is quantized so that the value of each bin falls within the range of 0 and 7. The



final result of CEDD feature extraction is a 144-dimentional vector that gives information
about color and edge directivity of an image.

2.2.2 Fuzzy Color and Texture Histogram (FCTH)

The Fuzzy Color and Texture Histogram (FCTH) is extracted as defined in [[10]. The ex-
traction of the FCTH feature is very similar to that of CEDD. FCTH is also the extraction
of a low level feature that combine color and texture. Like CEDD, a 24-bins histogram is
calculated by using a set of fuzzy rules to the image in HSP color space, which follows the
same part of feature extraction in CEDD. Then, each image block is transformed with Harr
Wavelet transform and a set of texture elements are exported. Using these elements, the
24-bins histogram is converted into a 192-bins histogram, importing texture information
in the feature. Similar to CEDD feature, this 192-bins histogram is quantized so that the
value of each bin falls within the range of 0 and 7. Hence, the final result of FCTH feature
extraction is a 192-dimensional vector that gives information about color and texture of an
image. Results of image retrieval using these features works very well for natural color
images, and the result can be found in [15].

2.2.3 Joint Composite Descriptor (JCD)

The two descriptors CEDD and FCTH come from similar methods and so they can be com-
bined to become a single histogram. The combination of these two descriptors is the Joint
Composite Descriptor (JCD). The combination is done using the method described in [[15]]
by combining the texture information carried by each descriptor, giving a 168-dimentional
vector. The extraction of the Joint Composite Descriptor is illustrated in Fig. [5} This fea-
ture is used as a pattern and later is sent to the neural network for training and recognition.
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Figure 5: An illustration of feature extraction using Joint Composite Descriptor

2.2.4 Similarity Metric for Joint Composite Descriptor

The similarity between the images is calculated using the non-binary Tanimoto Coefficient
[15]):

A-B
T(Aa B) - 2 2
IAlIF+ Bl —A- B
where A and B are the feature vectors and A - B is the dot product of A and B. The value

of the Tanimoto Coefficient is equal to 1 for two identical images while this value is zero
in the maximum deviation.
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3 Neural Network (Self-organizing map)

A self-organizing map (SOM), also known as Kohonen Neural Network, is a type of neural
network which was invented by Teuvo Kohonen[3], orginally used for data visualization
and classification. It reduces higher dimensional data into lower dimensions, usually one
or two dimensions. And it stores information in such a way that the topological relationship
between the training examples is preserved. This process of reducing the dimensionality
of vectors is called ”vector quantization”, which is one of the techniques used for data
compression[S]]. For our project, we use the self-organizing map to recognize images.

A self-organizing map can be considered as a two-layered neural network in which the first
layer is the input layer and the second layer is the competition layer in which neurons are
competing with one another to become the best matching unit or "winning neuron” for each
of the similar input neurons. These “winning” neurons represent a group in the training set
that is presented to the SOM. One interesting characteristic of the self-organizing map is
the use of an unsupervised learning algorithm, in which learning is done without specify-
ing the correct outputs that corresponds to the input training examples, unlike supervised
learning algorithms such as backpropagation where the training set consists of pairs an in-
put and a target or the correct answer. The architecture of our SOM is shown in Fig. [0]
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Figure 6: Architecture of SOM

3.1 Training the Neural Network (Unsupervised Learning)

Upon creation, our SOM creates a grid of neurons in the competition layer whose width
and height are determined by the number of training examples in the training set. Each
neuron in the input layer is connected to every other neuron in the competition layer, but no
two of the neurons in competition are connected to each other. The weights of each neuron
in the competition layer are represented by a vector whose dimension is the same as the
input vector or weights. The SOM is trained using the algorthm described in [3]):

1. The training examples in the training set are normalized so that they are between 0
and 1.

2. The weights of the neurons in the competition layer are initialized with random val-
ues ranging between 0 and 1.

3. In each iteration, a random training example is selected.

4. For the selected training example, the best matching unit (BMU) is calculated by ex-
amining all the neurons in the competition layer for the neuron with its weight that is



the most similar to the feature of the selected training example. The similarity com-
parison is done by using a metric function, Tanimoto Coefficient for Joint Composite
Descriptor.

. The radius of neighbourhood of BMU, as illustrated in Fig. [/} is calculated. At the
beginning of the training, the radius starts as a large value but diminishes over time
steps.

. The amount of influence on the neighbourhood by BMU is calculated.
. Given a time step, the learning rate of the neural network is calculated.

. Using the radius of neighbourhood, the amount of influence and the learning rate, the
weights of neurons within the neighbourhood are updated so that they are more like
the input training example. The closer a neuron is to the BMU, the more its weights
get modified.

. Step 2 to 7 is iterated over several time steps or iterations.
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Figure 7: BMU’s Neighbourhood [3]

3.1.1 Normalization of Training Set

In the input layer, the raw input vectors are normalized so that the weights are within the
ranges of 0 and 1. In our study, we learn that normalization of the training examples greatly
improves the precision in pattern recognition.

3.1.2 Initialization of Weights

Before training the SOM, the weights of neurons in the competition layer must be initial-
ized. The network initializes the weights in each of the neurons of the layer by random
values uniformly distributed between 0 and 1.
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3.1.3 Finding Best Matching Unit

Since SOM uses unsupervised learning, it does not need a target output to be specified.
Instead, the network learns each training example by selecting the best matching unit for
it in the competition layer. To find the BMU for each training example, our system use
the Tanimoto Coefficient between the training example and the neurons in the competition
layer.

Then, the selected area around BMU is optimized to more closely resemble the training
example by updating the weights of the BMU and its effective surrounding neurons. This
learning is done to all the training examples over many iterations making the SOM to settle
eventually into a map of stable zones.

3.1.4 Finding Radius of Neighbourhood

After the BMU has been determined in each iteration, BMU’s local neighbourhood is cal-
culated by using the exponential decay function:

o(t) = og exp(—/t\) 2)

where o(t) is the radius of neighbourhood given time ¢, oy is the initial radius, usually the
size of the neuron lattice and ) is a time constant calculated by the following equation:

Current time step

3)

- log(Neuron lattice size)

During the training, this radius of neighbourhood shrinks, as illustrated in Fig. [8] over time
to the size of just one neuron, which will be the final BMU. After the radius of neighbour-
hood has been determined the weights of neurons in that radius are updated so that these
neurons will react more strongly to the input the next time it is encountered. As different
neurons win for different patterns, their ability to recognize particular pattern will increase.
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Figure 8: BMU’s Shrinking Neighbourhood [J5]]
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3.1.5 Calculating the Amount of Influence

After finding the radius of neighbourhood, the amount of influence is calculated to be used
in updating the weights of the neurons within the radius of neighbourhood. The amount of
influence on the neighbourhood by BMU can be given by the following equation:

d2

o(t) = eXP(—m

) “)

where O(t) is the amount of influence at time t, d is the distance between BMU and a neu-
ron in the neighborhood, and o (t) is the radius of neighborhood at time t.

3.1.6 Learning Rate

The learning rate of the SOM is initially set with a constant between 0 and 1. It then
gradually decreases over time so that during the last few iterations it is close to zero. The
decrease of the learning rate is given by the following exponential decay function:

L(t) = Lo exp(~ ) ©

where L(t) is the learning rate at given time t, L, is the initial learning rate and \ is the
time constant.

3.1.7 Updating the Neurons

Using the radius of neighborhood and the influence, BMU and every neuron in BMU’s
neighborhood get their weights updated using the following equation:

Wi(t+1)=WI(t)+ L(t)O(t) (V(t) — W(t)) 6)

where W is the weight of a neuron, L is the learning rate, © is the amount of influence, and
V' is the input matrix.

3.1.8 Pattern Recognition

After training the SOM over several time steps when the error rate is acceptable, SOM is
ready to be used for pattern recognition. This is done by simply finding the BMU for the
input image in the competition layer using the same corresponding similarity metric used
in training.

4 3D Rendering

The goal of an augmented reality system is to render 3D model objects in the real environ-
ment. The 3D rendering is done using Microsoft Windows Presentaton Foundation (WPF)
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3D engine. One of the challenges in using WPF for rendering 3D objects on 2D screen
is the conversion of three-dimensional coordinates to two-dimensional coordinates. WPF
defines 3D models in three-dimensional space using three-dimensional coordinates and the
perspective view of the camera, we cannot render these 3D objects without converting the
three-dimensional coordinate to two-dimensional coordinate in order for them to overlay
these models on the video from the camera.

In addition, 3D models rendered on the screen is determined by the result given by the
recognition process discussed in the previous session. To accomplish this, the system keeps
a database of 3D models, each of which is labeled with the desired patterns. Therefore, the
system will render the 3D models corresponding to the result of the recognition process.

5 Conclusion and Future Work

In this study, we build a biologically inspired augmented reality system using neural net-
work (self-organizing map). Since the system uses a set of global features for images, the
computation is cheap and fast. Our system could maintain the average frame rate of about
20 frames per second during the rendering process. We tested our system with a set of test
images and found that it worked well under certain conditions in which the environment
allows a clear and bright view of the images without much exposure and color distortion.
We find that the precision of recognizing picture suffers from some noise in the variables
of the environment such as lighting and the angle of view. One promising improvement
would be cooperating local features such as Speeded-Up Robust Features (SURF)[16]] into
the recognition process. The local features are able to select interest poins at distinctive
locations in the image, such as corners, blobs and T-junctions. They allow object-detection
in the image, which is not available in global features.
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